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Abstract

Serving large language models (LLMs) is expensive, espe-
cially for providers hosting many models, making cost re-
duction essential. The unique workload patterns of serving
multiple LLMs (i.e., multi-LLM serving) create new oppor-
tunities and challenges for this task. The long-tail popularity
of models and their long idle periods present opportunities to
improve utilization through GPU sharing. However, existing
GPU sharing systems lack the ability to adjust their resource
allocation and sharing policies at runtime, making them in-
effective at meeting latency service-level objectives (SLOs)
under rapidly fluctuating workloads.

This paper presents Prism, a multi-LLM serving system
that unleashes the full potential of GPU sharing to achieve
both cost efficiency and SLO attainment. At its core, Prism
tackles a key limitation of existing systems—the lack of cross-
model memory coordination, which is essential for flexibly
sharing GPU memory across models under dynamic work-
loads. Prism achieves this with two key designs. First, it sup-
ports on-demand memory allocation by dynamically mapping
physical to virtual memory pages, allowing flexible mem-
ory redistribution among models that space- and time-share
a GPU. Second, it improves memory efficiency through a
two-level scheduling policy that dynamically adjusts sharing
strategies based on models’ runtime demands. Evaluations
on real-world traces show that Prism achieves more than 2 x
cost savings and 3.3x SLO attainment compared to state-of-
the-art systems.

1 Introduction

Serving large language models (LLMs) incurs substantial
costs [9], especially for inference providers (e.g., Google [15],
AWS [8], Hyperbolic [26], Novita Al [4], Together Al [6])
that host thousands of base models and user-submitted fine-
tuned models [5]. These models vary in sizes (~1B—100B+
parameters) and workloads, requiring a large GPU fleet to
meet their performance requirements. As a result, reducing
inference costs while maintaining performance (e.g., latency
objectives) has become a major focus for providers to make
their solutions more competitive and profitable.

Our in-depth analysis of four production traces (§3.1) re-
veals that serving multiple LLMs (i.e., multi-LLM serving)
introduces unique workload patterns that create both opportu-
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Figure 1: The workload characteristics of multi-LLM serving from
a representative service provider, Hyperbolic [26].

nities and challenges for cost-efficient serving. In particular,
we identify four key characteristics that must be considered.

C1: Long-tail model popularity. The popularity of models
follows a long-tail distribution. Figure 1a shows the number
of requests received by models served by a popular provider,
Hyperbolic [26]. As shown, a small number of highly popular
models account for the majority of requests, while a large
number of models in the tail receive <100 requests per hour.
C2: Frequent idle periods. Models often have interleaving
idle periods with no incoming requests. In this trace, over
60% of models experience more than 1,000 idle periods, each
longer than 10 seconds. C3: Rapid workload fluctuations.
Workload patterns change rapidly over time. Figure 1b shows
the request rates of three models in the trace, illustrating that
the workload can fluctuate by more than 5 X in just one minute.
C4: Diverse service-level objectives (SLOs). Providers typi-
cally assign different latency SLOs (~1-10+ seconds) to mod-
els based on customer requirements and workloads [40,43,55].
Maintaining these SLOs is essential, as violations can result
in customer compensation and reputational damage [12].

Because of C1 and C2, the most common practice today—
dedicating a single or a group of GPUs to each model—often
leads to significant resource underutilization, as individual
models in the popularity tail or during idle periods leave GPU
resources unused. A simple back-of-the-envelope calculation
on the above trace shows that this serving strategy would
require around 120 H100-80G GPUs in total, but most would
remain idle, with an average compute utilization of just 1.3%
and memory utilization of 28.4%.

Several solutions have been proposed to improve utilization
by sharing GPUs across multiple LLMs, as summarized in Ta-



Dedicated S-Pa. Muxs. QLM Ours

Space sharing by model colocation X X
Time sharing by model swapping X X X
Runtime sharing policy adaptation X X X X
Cost saving & meeting SLOs X X X X
# GPUs needed for 8 models 8 7 5 8
SLO attainment with 2 GPUs - 9% 51% 45%

Table 1: Comparison of GPU sharing systems. S-Pa.: static GPU
partition; Muxs.: MuxServe. The last two rows show the number of
GPUs needed for 8 models to achieve 99% SLO attainment and the
SLO attainment when limited to 2 GPUs.

ble 1. First, MIG [38] and fractional GPUs [1,7,46] statically
partition GPU resources into slices, allowing multiple models
to run together using space sharing. MuxServe extends this by
allowing models colocated on the same GPU group to share
resources without fixed per-model limits. QLM [40] attempts
to share GPUs in time by swapping models in and out.

However, these approaches statically allocate resources
or use a fixed sharing policy, making them ineffective at
handling dynamic workloads (C3). As a result, they fall
short of achieving cost efficiency while meeting latency SLOs
(C4). Specifically, static partition (e.g., MIG [38] or fractional
GPU [1,7,46]) prevents slices from sharing unused capacity,
forcing systems to provision for peak workloads, leading to
low utilization during off-peak periods. MuxServe [16] de-
rives model colocation strategies (which models to share a
GPU) based on offline profiling, lacking the ability to adjust
colocation strategies dynamically based on workload changes.
For example, even if a model becomes idle, it continues occu-
pying GPU memory. QLM [40] enforces time sharing across
all LLMs through model swapping. However, its swapping
incurs significant latency overhead, making frequent swaps
of latency-sensitive models prone to SLO violations.
Insight. To unleash the full potential of GPU sharing for
multi-LLM serving, we must flexibly combine space and
time sharing and dynamically adjust resource allocation in
response to runtime workload variations. For example, mul-
tiple low-demand models can share a GPU during steady
periods (space sharing), but when one becomes idle, its mem-
ory can be reallocated to a surging high-demand model (time
sharing). The fundamental challenge is enabling flexible and
demand-aware cross-model memory coordination,! which
is missing in existing systems. Flexibility ensures models
can promptly acquire the resources needed to meet their la-
tency SLOs, while demand-awareness ensures that available
memory is shared wisely across models to maximize over-
all SLO attainment. Together, these two properties enable
cost efficiency while maintaining performance objectives in
multi-LLM serving.

In this work, we design Prism, a system that fully unleashes
the power of GPU sharing for cost-efficient multi-LLM serv-
ing. Prism tackles two key challenges in its design, achieving

I'This work focuses on memory sharing, as GPU compute can already be
flexibly shared in time and space using MPS [35].

flexibility and demand-awareness in cross-model memory
coordination.

Challenge 1: How to enable flexible cross-model mem-
ory coordination? Today’s LLM serving engines (e.g.,
SGLang [64] and vVLLM [29]) are designed primarily for
single-model serving. They rely on per-model static mem-
ory allocation, where both virtual and physical GPU memory
are pre-allocated and remain fixed throughout the serving
lifecycle. While PagedAttention [29] is commonly adopted,
it operates at the application level, managing only the KV
cache within each model’s pre-allocated memory, without
support for memory coordination across models. This design
introduces three key limitations: (1) colocated models cannot
utilize each other’s unused memory; (2) memory released by
evicted models cannot be quickly reclaimed by others; (3)
evicted models cannot be promptly reactivated upon receiving
new requests due to slow memory reallocation.

Flexible memory coordination requires dynamic memory

redistribution across multiple models, which in turn demands
memory management at the system level. Prism enables this
through its kvcached component, positioned beneath Page-
dAttention. Atits core is an on-demand allocation mechanism
that decouples virtual and physical GPU memory. Instead
of allocating physical memory during initialization, serving
engines reserve only virtual address space, with physical mem-
ory allocated and mapped dynamically at runtime. This design
allows flexible redistribution of memory between models for
both KV caches and model weights. Building on this founda-
tion, Prism also enables fast model activation by employing
pre-launched engines with reusable virtual address space and
loading model weights in parallel.
Challenge 2: How to coordinate memory allocation to
maximize SLO attainment? Models served by shared GPUs
inevitably contend for memory. They differ in request rates,
reflecting varying KV cache demands, and in SLO require-
ments, which indicate how urgently each model must acquire
the resources it needs. Without proper coordination, mem-
ory contention can severely impact performance and lead to
SLO violations, as inference is highly sensitive to available
memory. For example, enlarging the KV cache from 5 GB
to 15 GB can boost the throughput of a Llama3-8B model by
more than 2x on an H100 GPU.

Prism solves this problem through two-level scheduling. 1t
first employs a global scheduler to place models across GPUs
using a heuristic called KV pressure ratio, which captures
the balance between models’ KV cache demands (based on
request rates and SLOs) and GPUs’ available memory. The
scheduler aims to maximize the minimum KV pressure ratio
across GPUs, resulting in the most balanced placement. For
colocated models on a GPU, Prism uses a local scheduler to
coordinate memory allocation. It introduces a GPU-level re-
quest queue and priority-based admission control to dispatch
requests to serving engines. Priorities are derived from each
request’s SLO, preventing arbitrary memory contention.



Results. We implemented Prism on top of SGLang [64],
a widely used LLM serving engine. We evaluated Prism
comprehensively with two production traces, and with 58
representative LLMs of varying sizes, on GPU clusters with
up to 32 H100 GPUs. Our results show that Prism achieves up
to 3.3 higher TTFT SLO attainment and 2x higher TPOT
SLO attainment given the same amount of GPUs. When
targeting the same level of SLO attainment, Prism achieves
up to over 2 x cost reduction or 3.5 X more requests compared
to the state-of-the-art. We will release the prototype of Prism
to the community.

2 Background

LLM inference. LLM inference consists of two stages: pre-
fill and decode. The prefill stage processes the request input
(i.e., prompt) and generates the first output token. This is fol-
lowed by the decode stage, where the LLM generates output
tokens auto-regressively—producing one token per iteration
using all previously generated tokens as input. Thus, the out-
put length is usually unknown. To improve throughput, LLM
serving systems commonly batch multiple requests to process
together [58]. To balance the throughput-latency trade-off
of batching, chunked-prefill [2] divides prompts into smaller
chunks and feeds them to the inference batch incrementally,
reducing latency by overlapping prefill with ongoing decode.

KYV cache. LLM inference generates a large amount of in-
termediate data, known as the KV cache. KV cache must
remain in GPU memory for the entire inference duration of a
request. Its size grows linearly with the request’s input and
output lengths, and can easily reach tens of gigabytes for long
sequences. Thus, inference batch size is directly constrained
by the available GPU memory for KV cache.

PagedAttention. To use GPU memory more efficiently, Page-
dAttention [29] is introduced to manage KV cache. PagedAt-
tention is inspired by the classical virtual memory and paging
techniques in operating systems—it breaks the GPU memory
into small, fixed-size pages and manages them with a page
table. This design allows requests to allocate GPU memory at
page granularity, significantly improving memory utilization
compared to prior systems [58], which reserve a contiguous
memory block for each request’s maximum decoding length.
PagedAttention has been widely adopted by mainstream serv-
ing engines, such as SGLang [64] and VLLM [29].

Inference latency metrics. There are various latency metrics
in LLM serving [54]. In this work, we use two common
metrics: time-to-first-token (TTFT), which measures the time
to generate the first output token, and time-per-output-token
(TPOT), which captures the average time of generating a
token. TTFT reflects the user-perceived latency in receiving
initial responses, while TPOT captures the user experience
during token-by-token output generation.

Trace name Service provider # models Time span
Hyperbolic Hyperbolic [26] 24 4 months
Novita Novita Al [4] 16 1 month
Arena-Battle Chatbot Arena [14] 129 16 months
Arena-Chat Chatbot Arena [14] 84 11 days

Table 2: Production trace summary.

3 Motivation
3.1 Workload Implications for GPU Sharing

To understand the workload of multi-LLM serving, we an-
alyze four production traces in detail. These traces are col-
lected from representative service providers as summarized
in Table 2. The first two traces are from Hyperbolic [26] and
Novita Al [4], two popular LLM inference service providers.
They offer inference APIs for a variety of foundation mod-
els and also support user-deployed, fine-tuned models. The
last two traces are from Chatbot Arena [14], a widely used
open-source platform for LLM evaluation. It compares model
responses via human preference voting (Arena-Battle) and
also provides interfaces for real-time conversations with vari-
ous models (Arena-Chat). Our analysis reveals four unique
workload characteristics, creating both opportunities and chal-
lenges for GPU sharing in multi-LLM serving.

(1) Long-tail model popularity. Figure 2a presents the dis-
tribution of requests received by each model. We find that
all traces exhibit long-tail model popularity—approximately
60% of the models contribute to just 25% of all requests.
This trend is due to the wide variety of LLMs available to-
day. Most users choose recently released foundation models,
while other models are used only in domain-specific or less
common scenarios. As a result, models in the popularity tail
are often unable to fully utilize their dedicated GPUs due to
their low request rates. For example, the Llama-3.2-3B model
in the Hyperbolic [26] trace utilizes only 2.3% of compute
and 10.2% of memory on average on an H100 GPU.

Implication #1: Multiple low-demand models can space
share GPUs to improve resource utilization.

(2) Frequent idle periods. Models often experience idle
periods during which no requests arrive. Figure 2b shows the
median idle duration across all models in each trace. In all
traces, many models exhibit a median idle duration exceeding
30 seconds. The Chatbot Arena traces show even longer idle
durations, with over 50% of models having a median idle
time greater than 80 seconds. Figure 2c further reports the
average number of idle intervals (>10 seconds) that occur per
hour. As shown, idle periods occur frequently—around 50%
of models experience more than 40 such intervals per hour in
the Hyperbolic and Novita traces. Some models even exhibit
over 100 intervals, implying they are idle for at least 27% of
the time (assuming each interval lasts 10 seconds).



1.00 - A Arena-Battle
43 - 103 § — Arena-Chat
4 © = Hyperbolic
qéo 75 S —— Novita
£ 0.50 £ 107
‘S Arena-Battle =
w 0.25 » = Arena-Chat ©
8 /’ —— Hyperbolic 5 10! 4
1L —— Novita 9
0.00 1 - . =

Model percentage Model percentage

(a) Long-tail model popularity. (b) Median request interval.

#interval(>10s)/hour

125 y 3
— ﬁigﬂg.gﬂgtle Arena-Battle
1001 — Hyperbolic —— Arena-Chat
—— Novita 247 Hyperbolic
751 —— Novita
>
50 1 (@]
1 4
25 A
0 1 T - H 04y . '
0.0 0.5 1.0 0.0 0.5 1.0

Model percentage Models percentage

(c) Number of intervals per hour. (d) CV of request rate per minute.

Figure 2: A detailed analysis of four production multi-LLM serving traces. These figures show that long-tail model popularity exists in all
traces (a), many models have frequent idle period (b)+(c), and the request rate can fluctuate rapidly (d).

Implication #2: The frequent long idle periods allow time

sharing by evicting idle models from GPUs and reloading
upon new request arrivals.
(3) Rapid workload fluctuations. Figure 1b illustrates
the workload fluctuations of three models from the Hyper-
bolic trace. Here, we present a more detailed quantitative
analysis of all traces. Figure 2d shows the distribution of the
coefficient of variation (CV) of requests per minute for each
model. The CV, calculated as the standard deviation divided
by the mean (6/u), quantifies the relative variability in re-
quest rates—higher values indicate more bursty workloads.
Both the Hyperbolic and Novita traces contain many models
with a CV greater than 1.0, indicating significant workload
fluctuations. The Chatbot Arena traces have lower request
rates, resulting in smaller CVs overall, but many models still
exhibit CVs greater than 0.5.

Implication #3: No fixed sharing policies work well across
all scenarios caused by workload changes. The policy, e.g.,
which models to colocate and how to allocate resources for
them, must be adjusted based on real-time workload.

(4) Diverse latency SLOs. Models have varying latency
SLOs (~1-10+ seconds), determined by their specific use
cases and user requirements [40,43]. For example, coding
assistants [53] require low response latency to keep up with
a programmer’s coding flow, while document summariza-
tion [10] can accommodate relatively higher delays. The
Novita trace exhibits end-to-end latency SLOs from Ss to 25s.

Implication #4: Latency SLOs reflect how quickly models
need to access their required resources. GPU sharing should
explicitly consider the SLO diversity to prioritize resource
allocation and maximize overall SLO attainment.
Summary. The low resource demands of tail models and
the frequent long idle time provide opportunities for GPU
space and time sharing to improve utilization. The challenge
lies in handling rapid workload fluctuations, which requires
dynamically adjusting sharing policies and resource allocation
based on real-time workloads and SLO requirements.

3.2 Limitations of Existing Approaches

Existing systems allocate memory statically or use fixed shar-
ing policies, lacking the flexibility to adapt to workload fluc-
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Figure 4: Memory sizes directly impact inference performance.

tuations at runtime. Thus, they fail to maximize the efficiency
of memory usage to meet latency objectives. To illustrate, we
evaluated their performance using a workload (Figure 3) that
mirrors the request rate patterns of Modell and Model2 in
Figure 1b during 10:00-10:30 (T1) and 13:30-14:00 (T2). In
T1, both models have fluctuating loads, with Modell handling
a higher volume of requests. In T2, Model2 experiences a
spike in demand, while Modell becomes idle.

Figure 3 (bottom) shows the total KV cache size over time.
Although both MuxServe [16] and static partition allow GPU
space sharing, MuxServe achieves higher KV cache usage
during T1 by flexibly sharing memory between models. In
contrast, static partition prevents Modell from leveraging
Model2’s unused memory. QLM [40], which time shares
the GPU through model swapping, shows periodic drops to
zero, reflecting the substantial overhead caused by its swap-
ping. During T2, as Modell becomes idle, QLM dedicates
the full GPU to Model2, producing the highest KV cache us-
age. Meanwhile, MuxServe exhibits lower usage than QLM
since it lacks the ability to evict idle models, leaving Model1’s
weights in GPU memory unnecessarily. KV cache size di-
rectly determines the batch size and impacts inference perfor-
mance. As Figure 4 shows, enlarging the KV cache pool from
5 GB to 15 GB yields over a 2x throughput improvement.
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This example highlights the importance of cross-model
memory coordination in unlocking the full potential of GPU
sharing for cost-efficient multi-LLM serving. Memory must
be allocated flexibly to adapt to workload shifts and used
wisely to meet performance goals. In this example, during T1,
the two models should be colocated and share GPU memory
flexibly; during T2, the GPU should be dedicated to Model3
by evicting the idle Modell.

4 Overview

Prism is a multi-LLM serving system that unleashes the full
potential of GPU sharing to improve cost efficiency while
meeting latency SLOs. Figure 5 shows its system architecture
and design overview. Prism receives inference requests at its
frontend, which routes them to the corresponding LLMs for
processing. To improve cost efficiency, Prism serves LLMs
via GPU sharing with flexible combinations of space and time
sharing. For instance, high-rate models may occupy GPUs
exclusively, while multiple low-rate models can be colocated
on a single GPU or GPU group. Idle models are temporarily
evicted to CPU DRAM and reactivated when new requests
arrive. Prism continuously adjusts its sharing strategies based
on runtime workload to maximize overall SLO attainment.

Prism achieves this with two key designs that enable flex-
ible and demand-aware cross-model memory coordination.
First, introduces an on-demand memory allocation mecha-
nism (§5.1), enabling models to acquire memory based on ac-
tual demand. This flexible mechanism allows Prism to adapt
rapidly to workload variations and policy changes, while also
facilitating fast model activation (§5.2). Second, Prism opti-
mizes the overall resource allocation through demand-aware
cross-model memory coordination. It employs a two-level
scheduling strategy to coordinate model placement and mem-
ory allocation. At the global level, Prism places models across
GPUs based on their memory demands (§6.2). At the GPU
level, it uses a shared request queue combined with priority-
based admission control to manage memory sharing among
colocated models (§6.3).

S Enabling Flexible GPU Sharing

In this section, we describe how Prism enables flexible mem-
ory coordination across models (§5.1) and leverages it for fast
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model activation (§5.2), forming the foundation for adapting
sharing policies to runtime workload changes.

5.1 Cross-Model Memory Coordination

Memory management in today’s inference engines is pri-
marily designed for single-model serving. It pre-allocates a
large chunk of GPU memory during initialization, including
both virtual and physical memory in a fixed 1:1 mapping.
This memory is statically reserved for the model and remains
unchanged throughout its lifecycle. Although PagedAtten-
tion [29] is widely used to dynamically allocate KV cache
memory based on request demand, it manages memory at the
application level, still operating within the statically reserved
memory region of a single model. This per-model static allo-
cation prevents flexible memory redistribution across models,
limiting the ability to adapt GPU sharing policies at runtime.
As shown in §3.2, this inflexibility will lead to limited infer-
ence performance.

To solve this problem, we need engines to dynamically
acquire memory on demand rather than reserve statically.
However, implementing this in current engines would require
intrusive changes, as their system stacks are designed with
static memory allocation in mind. For example, most CUDA
kernels are developed with the assumption of contiguous vir-
tual addresses, whereas dynamic memory allocation can lead
to non-contiguous address space, necessitating modifications
to both kernel implementations and their calling stacks.
kvcached: A shim layer for on-demand cross-model mem-
ory allocation. Prism achieves on-demand memory alloca-
tion while maintaining compatibility with current engines by
designing kvcached as a shim layer. It decouples virtual and
physical memory allocation using recently introduced CUDA
virtual memory management APIs [36]. As shown in Figure 6,
in Prism, engines only need to reserve virtual memory during
initialization, which is a large chunk of contiguous address
space consisting of fixed-size memory pages (e.g., 2 MB).
This creates an illusion to engines that all memory is readily
available, while in reality, physical memory is allocated and
mapped to a virtual page only on demand.

kvcached is implemented as a runtime library that can be
integrated with current inference engines by changing only
~20 lines of code. Table 3 summarizes the provided APIs. En-
gines can use alloc_kvcache or free_kvcache APISs to cre-
ate or destroy a KV cache memory pool. Internally, kvcached
allocates or frees the corresponding virtual space. Engine’s



APIs for inference engines \ Corresponding kvcached functions

alloc_kvcache (size, shape) \ alloc_virtual_tensor (size, shape)

free_kvcache (size, shape) \ free_virtual_tensor (size, shape)

alloc_kv (num_tokens) \ map (tensor, offset)

free_kv ([ids_to_free]) \ unmap (tensor, offset)

Table 3: APIs and functions provided by Prism’s kvcached.

KV manager can dynamically allocate or free the KV cache
of a request via alloc_kv and free_kv. kvcached main-
tains the usage status of KV cache pages. When alloc_kv is
called, it checks whether the corresponding virtual page has
been mapped; if not, it allocates a physical page and maps it
accordingly. Similarly, if a page becomes empty on free_kv,
its physical memory will be unmapped and released.

Prism enables model-independent memory allocation by
allowing each engine to link to its own instance of kvcached.
This is important because CUDA manages GPU memory in
fixed-size pages (i.e., 2 MB), while models may use differ-
ent token sizes (e.g., 16 KB vs. 48 KB). Storing tokens of
varying sizes on the same page breaks PagedAttention, as it re-
lies on index-based lookups for efficient token access, which
requires uniform token sizes. Moreover, Prism introduces
shared system variables across kvcached instances to track
global memory usage. Combined with proper locking mecha-
nisms, it coordinates memory allocation across engines and
help prevent out-of-memory errors caused by race conditions.
Optimizations. Allocating and mapping memory pages on
the fly incurs extra latency. Prism reduces this overhead
by two optimizations. First, it prioritizes using partially
filled pages and placing new tokens in the most utilized page
that fits the memory demand. This improves page utiliza-
tion and reduces the frequency of new allocations. Second,
Prism maintains a buffer of pre-allocated and mapped mem-
ory pages. When a engine requires new pages, it retrieves
them directly from this buffer. The buffer is managed asyn-
chronously, with its overhead fully overlapped with inference
computation. These optimizations ensure that kvcached has
negligible overhead on inference computation.

5.2 Fast Model Activation

Model swapping speed directly impacts the flexibility of GPU
sharing. High latency can hinder the timely swapping of
models with strict SLOs, limiting policy adaptability. While
deactivation is straightforward, i.e., terminating the engine
and releasing all memory, reactivation is more complicated,
which involves: (1) initializing a new serving engine and
reserving a new virtual address space for KV cache pool; and
(2) loading the model weights from CPU DRAM. If done
naively, this process can take tens of seconds—far exceeding
the TTFT SLOs of online LLM inference, which are often
within just a few seconds or less.

Reusable engine pools. The root cause of (1) lies in the
tight coupling between the engine and the model it serves. In

current systems, an engine shares the same lifecycle as its
model—when a model is evicted, its engine is also terminated,
along with its virtual address space. As a result, every model
activation incurs the full cost of engine initialization.

Prism eliminates this overhead by decoupling the lifecycles
of the engines and models. Specifically, it maintains an engine
pool on each GPU, where engines are pre-initialized with
virtual address space and distributed contexts. Upon model
activation, Prism selects an available engine from the pool
and starts model loading directly. When a model is evicted,
its physical memory is released, but its engine with virtual
address space is returned to the engine pool for future reuse.

However, an engine cannot directly reuse previously re-
served virtual memory space to serve a new model. This is
because current inference engines perform index-based token
access, which depends on a model-specific memory layout
that is incompatible with models of different architectures,
e.g., different numbers of layers or token sizes. To address
this, Prism introduces a KV cache virtual memory manager
to manage the pre-reserved virtual memory spaces in engine
pool. When a new model is loaded, the manager dynamically
aligns the reserved virtual space to match memory layout
required by the new model (one-time effort), and then create
a new kvcached based on the aligned memory spaces. The
kvcached can then correctly and efficiently locate the virtual
memory page where each token resides during inference.
Parallel model weight loading. The time spent on (2)
model weight loading is heavily influenced by the utiliza-
tion of the CPU-GPU interconnect bandwidth. We found
that loading models naively via the cudaMemcpyAsync API
to a GPU fails to saturate the interconnect bandwidth, even
when invoked from multiple threads. This may be due to
all cudaMemcpyAsync operations targeting the same GPU
executing serially, limited by the CUDA driver and hardware.

Prism overcomes this bottleneck by chunking model
weights into smaller segments, loading them in parallel across
multiple GPUs on the same node, and then aggregating them
to the target GPU via high-speed NVLink interconnects. This
parallelized strategy significantly accelerates model loading.
To minimize interference with running workloads on GPUs,
Prism partitions model weights at the granularity of individual
weight tensors and loads them in a streaming fashion. As a
result, each GPU only needs to maintain a small buffer (e.g.,
30MB), minimizing possible memory contention.

With these optimizations, as we show in our evaluation
(Figure 9), Prism can activate an 8B model in 0.7s and a 70B
model in 1.5s—4.8x to 7.1 x faster than the naive approach.

6 Two-Level Demand-Aware Scheduling

The techniques proposed in §5 lay the foundation for flexible
GPU sharing in multi-LLM serving. However, to fully un-
leash its benefits, we need to derive effective sharing policies



from real-time workload to maximize the sharing benefits. In
this section, we first describe the scheduling problem and then
present our two-level demand-aware scheduling algorithm.

6.1 The Scheduling Problem

Models sharing GPUs inevitably contend for memory when
resources are constrained, so GPU memory must be used
efficiently to ensure performance. This raises a key question:
given a fixed number of GPUs, a set of models, and their real-
time workloads, how should we coordinate memory allocation
across models to satisfy their demands as much as possible?

We prioritize optimizing time-to-first-token (TTFT), as it
depends on the prompt length, which is known at the time
of request submission. In contrast, time-per-output-token
(TPOT) is influenced by the output length, which is unknown
in advance due to the auto-regressive nature of LLM decod-
ing. Nonetheless, our system can also benefit TPOT because
it satisfies each model’s resource demand as much as possi-
ble. This reduces the likelihood of request preemption due to
insufficient memory, which would otherwise degrade TPOT.

Prism coordinates memory allocation across models using
two-level scheduling: (1) global scheduling (§6.2) determines
the placement of models across GPUs based on their resource
demands, aiming to balance the load and avoid resource bottle-
necks; and (2) GPU-local scheduling (§6.3) manages requests
from models colocated on the same GPU based on priority,
achieving efficient KV cache memory sharing.

6.2 Global Model Placement Scheduling

Prism’s global scheduler intelligently places models on avail-
able GPUs according to their resource demands, with the
goal of balancing the load to minimize resource contention.
It performs three key operations: (1) determining model-to-
GPU placement, (2) evicting idle models, and (3) activating
inactive models upon request arrival.
Model-to-GPU placement. To maximize memory usage
efficiency, the scheduler must consider both the request load
and SLOs across models. The request load determines the
total memory a model requires for serving, while the SLO
reflects how urgently a model must acquire these resources
to meet its latency goals. This task faces two difficulties in
practice. First, the search space is huge (i.e., N, assuming
N GPUs and M models). Second, accurately estimating the
memory demand of a model is difficult, as it depends on
output lengths that are not known in advance.

Prism solves this problem using a heuristic we call KV
pressure ratio (KVPR), which quantifies the degree of KV

: w_req_rate
cache pressure on a GPU. It is calculated as -5~ =—= 7 %> Where

w_req_rate = "5 represents the SLO-weighted request

rate of a model, indicating its memory demand per unit time,
and shared_kv is the memory available for KV cache on a
GPU. A higher KVPR indicates higher memory pressure and
a more congested GPU.

Algorithm 1 Global Model Placement Scheduling

Require: Number of GPUs N, GPU memory capacity C, migration
threshold 7, and M models. Each model m; has: request rate r;,
weight w;, current device index g;, and latency SLO ;.

Ensure: Assign each model to a GPU to balance the resource de-
mand and remaining memory capacity.

1: Sort models by % in descending order. Denote the sorted se-
quence as mjp,my,...,Mmy.
2: fori=1toN do

3 shared_kv; < C; w_req_rate; < 0

4: for k=1toM do

5: /* find the GPU best_idx that minimizes KVPR */

6.

7

best_r, best_idx < (min, argmin)%
_kvi

w_req_rateg,

current_r < —go—orpk Ty,

best_idx, if current_r—best_r > 1T
8: gpu_best <

9: Assign model my, to best_gpu

10: /* update states */

11: W_req_ratepes_gpy < W_req_ratepeg _gpy + %
12: shared_kvpes_gpy < shared_kvpeg_gpu — Wi

8k otherwise

13: return Model-to-GPU placement

Using this heuristic, Prism determines the best model-to-
GPU placement through a customized multi-machine schedul-
ing algorithm, as shown in Algorithm 1. It first sorts models
by their weighted request rates in descending order and initial-
izes the GPU states (Lines 1-3). Next, for each model, Prism
selects the GPU that minimizes KVPR (Lines 5-8). If the
selected GPU differs from the model’s current GPU, Prism
migrates the model to the new GPU. However, this migration
incurs overhead from engine switching and model weight
loading. To avoid unnecessary migrations with marginal ben-
efit, Prism compares the KVPR of the best and current GPUs,
and proceeds only if the improvement exceeds a threshold ©
(Line 8). Finally, Prism assigns the model to its selected GPU
and updates the corresponding GPU states (Lines 9-12).

Analysis. The global model placement algorithm ensures
that the maximum KVPR across all GPUs is bounded by the
maximum KVPR in the optimal placement. This algorithm
also supports models utilizing tensor parallelism (TP) by treat-
ing each TP partition as a separate model and enforcing their
placement on distinct GPUs. A more detailed analysis is
provided in Appendix A.1.

Model eviction and activation. The global scheduler evicts
a model if it remains idle longer than an empirical threshold,
which can be determined by analyzing the idle interval dis-
tribution. Prism evicts models only when GPU resources are
constrained and prioritizes evicting models with larger SLOs.
When the evicted model receives new requests, Prism imme-
diately reactivates it by selecting the GPU with the lowest KV
pressure ratio to serve it.



6.3 GPU-Local Request Scheduling

Models assigned to the same GPU may compete for KV cache
memory when the total memory is limited. Without proper
coordination, this contention can lead to inefficient memory
usage and degraded SLO attainment. For example, a model
with a high request rate but a relaxed SLO may consume
a large portion of memory, preventing models with stricter
SLOs from obtaining enough memory to use.

A naive solution is to limit the memory that each model can
use. However, determining appropriate limits is challenging
due to the dynamic request patterns and different SLOs. Con-
servative limits may unnecessarily throttle a model’s through-
put, while overly generous ones can reduce the available mem-
ory for other models, as total allocation must remain within
the GPU’s capacity. An improvement is to adjust these limits
dynamically based on runtime workloads. However, such
adjustments cannot take effect immediately, as memory must
first be released by one model before it can be reallocated to
others. This requires waiting for the model to complete some
of its ongoing requests—a process that can take seconds to
minutes, depending on request length and load.

This memory coordination challenge stems from each en-
gine maintaining its own request queue and greedily schedul-
ing requests as memory becomes available. To address this,
Prism introduces a shared GPU-level request queue, coupled
with a priority-based admission control mechanism to coordi-
nate memory usage across models. Incoming requests from
all models sharing a GPU are first placed into the GPU-level
request queue. Prism then dequeues requests based on their
priorities and dispatches them to the corresponding engines.
Prism greedily dispatches requests up to the point where they
can execute immediately without causing queuing within the
engines’ local waiting queues. This approach balances high
memory utilization with strict admission control.

Prism determines the request dequeue order based on the
Moore-Hodgson algorithm [32], which minimizes the number
of deadline misses. As shown in Algorithm 2, given a set of
requests R, Prism first sorts them in ascending order of their
prefill completion deadlines, i.e., a; + s; for each request r;,
where q; is its arrival time and s; is the TTFT SLO. Then,
for each request in the sorted list, Prism appends it to the
schedule list S and checks whether it can finish within its
TTFT SLO. Specifically, it checks whether current_time +
e, < a,+s,, where e, denotes the prefill time of request r. e,
can be calculated as e, = 22, with p, being the prompt length
and ¢, the chunked preﬁll speed determined by the model’s
chunk size configuration. If the most recently added request
cannot meet its deadline, Prism evicts the request in S with
the longest execution time (Lines 9-11). It then moves to the
next request and continues this process until evaluating all
requests. Finally, Prism dispatches the accepted requests in §
following their order in the schedule.

Algorithm 2 GPU-Local Request Scheduling

Require: A set of n requests R = {ry,r3,...,r,}. Each request r;
has: a prompt length p;, a chunked-prefill speed ¢; determined
by the model serves it, a TTFT SLO s;, and an arrival time a;.
Ensure: A subset of requests S C R that can be executed in order to
maximize TTFT SLO attainment.
1: Sort R in ascending order of deadlines d; = a; + s;: r1,7r2,...,1
such thatd; < dp <--- <d,.

2: Initialize S < 0, current_time < Timer.time()

3: fork=1tondo

4: Letrerk,ere%

5: Append rto S '

6: Update current_time <— current_time + e,.

7: if current_time > a, + s, then

8: /* pop the request with longest execution time */
o: Let rpax < argmax ’C) z

res

10: Remove rpax from S
11: Update current_time <— current_time — %
12: return S

Analysis. When chunked-prefill has prefill running at each
inference step, the request scheduling ensures optimal TTFT
attainment. This is because, in this case, the prefill time e, of a
request 7 can be estimated as e, = p - allowing us to computes
the prefill completlon tlme of any request r; in a sequence
using d,, = a,, + Y1, 2 C , where 7 is the number of requests

(including r;) waiting for processing. With this information,
we can follow the proof of the original Moore-Hodgson algo-
rithm [13] to prove the optimality of our scheduling algorithm.
The assumption that prefill runs at each inference step holds
in most cases. However, in rare situations where the KV
cache is insufficient to admit new requests, prefill may be tem-
porarily paused and some running requests will be preempted.
Our admission control alleviates this by admitting a proper
number of requests and reserving a memory buffer per engine
to ensure enough space to complete part of the request batch.

7 Implementation and Evaluation
7.1 Implementation

We implemented a prototype of Prism with ~10,400 lines of
Python and 774 lines of C++ code. As the serving backend,
we used SGLang [64], a widely adopted open-source infer-
ence engine, and extended it with our kvcached library to
support on-demand memory allocation. kvcached is imple-
mented using CUDA VMM APIs [36] and provides standard
KV cache allocation APIs (Table 3) accessible through Python
bindings. These APIs are designed to be agnostic to attention
mechanisms and architectural differences across inference
engines, enabling seamless integration—we modified only 22
lines of code in SGLang. For compute sharing, we configured
the MPS percentage to 100% per model, allowing models to
time and space share the GPU compute resources.



Model size 1B-3B 4B-8B 9B-30B 31B-70B

#LLMs 43 8 3 4

Table 4: Models used in our evaluation.

On the frontend, we used a Redis queue [45] to cache
incoming requests from all clients. Prism’s local scheduler
dispatches these requests to the serving engines of correspond-
ing models based on Algorithm 2. For tensor-parallel models,
the GPU-local scheduler runs only on the first rank, and the
resulting scheduling decisions are broadcast to all other ranks
to ensure consistency. Prism’s global scheduler operates as a
separate Python process, collecting execution metrics from
each engine—such as request rates and queue status. It makes
scheduling decisions (e.g., model evictions and activations)
and communicates them to the engines using ZeroMQ [59].

7.2 Experimental Setup

Testbed. We conducted our experiments on a cluster of four
nodes, each equipped with eight NVIDIA H100-80G GPUs
interconnected via 600GB/s NVLink. These nodes commu-
nicate through an 100Gbps Ethernet network. Each node
features two 52-core Intel Xeon Platinum 8480+ CPUs, 1.7
TB of DRAM, and a PCle Gen5 x16 interface, which pro-
vides up to 64 GB/s of unidirectional bandwidth per GPU
connection. All nodes run Ubuntu 22.04 with CUDA Toolkit
12.4.

Baselines. We compared Prism against three baselines:
(1) Static partition (S-Partition), (2) MuxServe++, and (3)
QLM [40]. Note that the original MuxServe [16] is built
on vVLLM and supports only Llama-2 models. We ported
it to SGLang and extended it with our on-demand memory
allocation mechanism to support a wider range of models,
referred as MuxServe++. We carefully tuned MuxServe++ to
ensure it achieves performance comparable to or better than
the original version (Calibration data in Table 5).

Traces and models. We used two real-world traces, Hyper-
bolic [26] and Arena-Chat [48], that are previously analyzed
in §3.1. For each trace, we sampled a representative set of
models, including both popular and long-tail models, ensur-
ing their workload characteristics (e.g., popularity distribution
and idle patterns) align with the observations in §3.1. To simu-
late a variety of scenarios, we scaled the traces by multiplying
the number of requests by a factor of N, increasing the load
while preserving the original traffic patterns—a method com-
monly used in prior work [16,30]. In total, we evaluated 58
LLMs as detailed in Table 4. The large-scale experiments
(§7.5) use the full model set, while other evaluations (§7.3—
§7.4) select subsets tailored to specific goals.

Metrics. Our primary performance metrics are TTFT and
TPOT attainment. To establish SLOs for each model, we
first ran its workload on dedicated GPUs to measure its P95
TTFT and TPOT latencies. This process produced TTFT
SLOs ranging from 0.04s to 0.13s and TPOT SLOs from

5.2ms to 50.9ms. We then scaled these baseline values by a
factor to evaluate system performance under varying latency
requirements, following an approach consistent with prior
work [16,30,43]. We also reported aggregated throughput.
To account for model idle periods, throughput considers the
actual time (excluding idle time) spent serving them.

7.3 End-to-End Performance

We first evaluate the end-to-end performance of our system
under varying request rates, SLO requirements, and numbers
of GPUs, on both Hyperbolic and Arena-Chat traces.

SLO attainment vs. request rate. We first evaluated Prism’s
performance on various inference load by serving eight model
on two shared GPUs. As shown in Figure 7 (first row), Prism
consistently outperforms the baselines by maintaining sig-
nificantly higher TTFT SLO attainment. On the Hyperbolic
trace, Prism supports up to 2.3 x and 3.5 x more requests than
MuxServe++ and static partitioning, respectively, while still
achieving 99% SLO attainment. On the Arena-Chat trace,
it handles over 3x more requests than all baselines. This
improvement stems from Prism’s ability of flexibly adjusting
sharing policies according to the real-time workload, ensur-
ing that more models can acquire their needed resources to
achieve their SLO requirements.

MuxServe++’s TTFT SLO attainment drops quickly as the
request rate increases because it cannot evict idle models or re-
locate models across GPUs to balance resource demands. As
the load grows, MuxServe++ experiences increasing memory
contention, leading to degraded performance. QLM consis-
tently shows low TTFT SLO attainment, even lower than
static partition, because it forces all models to time-share
GPUs through swapping, which incurs significant overhead
and causes severe SLO violations.

Prism also maintains high TPOT attainment, thanks to
its demand-aware scheduler that can dynamically balance
workloads to minimize memory contention. In contrast, QLM
exhibits lower TPOT attainment, as it tends to over-batch
requests under high load, leading to extended execution times
per iteration and increased TPOT values. Both MuxServe++
and static partition suffer from significant memory contention
at high request rates, leading to frequent request preemptions
that significantly degrade TPOT attainment.

SLO attainment vs. SLO requirements. The middle row
of Figure 7 illustrates the attainment when we set different
SLO targets. As SLO scales up, Prism quickly achieves 99%
TTFT and TPOT attainment. Specifically, it reaches 99%
TTFT and TPOT attainment at SLO scales of 20 and 22 on
the Hyperbolic trace, and 10 and 3 on the Arena-Chat trace.
In contrast, no baseline achieves 99% TTFT attainment even
at the largest SLO scale in this experiment, and their attain-
ment rates do not significantly improve as the scale increases.
Among the baselines, MuxServe++ achieves the best TTFT
performance, reaching 84.79% and 67.22% attainment at the
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Figure 7: End-to-end performance comparison on SLO attainments under varing scales of rates, SLOs, and number of available GPUs. The
dotted vertical lines mark where the system reaches 99% TTFT or TPOT attainment.

largest SLO scale. This gap is primarily from their inflexibil-
ity of adapting sharing policies to dynamic workloads. The
TPOT attainment of all systems increases rapidly as the SLO
scale grows. Static partitioning achieves 99% attainment on
Hyperbolic trace (scale=26), while QLM reaches 99% on
Arena-Chat trace (scale=3.5). This is because TPOT is less
sensitive to memory contention compared to TTFT. We also
observe that the Hyperbolic trace requires higher SLO scales
due to its more bursty and heavier request patterns.

SLO attainment vs. available GPUs. Finally, we evaluate
performance when provisioning more GPUs. We selected
18 models from Table 4, representing a mix of popular and
tail models with diverse load variability. To fully test the
flexibility of our scheduling strategy, we included models
of varying sizes from 1B to 8B, all of which fit within a
single 80GB GPU. This setup enables a wide range of model-
sharing combinations across GPUs. As shown in Figure 7
(last row), Prism achieves 99% TTFT and TPOT attainment
using only four and five GPUs on the two traces, respectively,
demonstrating its effectiveness in improving cost-efficiency
while maintaining performance. In comparison, all baselines
fail to reach 99% TTFT attainment even with eight GPUs,
and only a few baselines achieve 99% TPOT attainment when
seven or eight GPUs are provisioned.

7.4 Performance Analysis
Next, we provide a detailed performance breakdown to ana-

lyze the effectiveness of each design in Prism and how they
contribute to its strong end-to-end performance.

10

Flexible cross-model memory coordination. We first evalu-
ated the benefits of our flexible cross-model memory coordi-
nation by comparing with static partition using a simplified
two-model trace extracted from Arena-Chat, shown in Fig-
ure 8 (first row). We present the normalized total KV cache
usage and aggregated throughput for both methods in the last
two rows in Figure 8. As we can see, Prism’s on-demand
memory allocation allows it to use more memory for KV
cache, particularly after the 20th second, when Modell expe-
riences low demand while Model2 faces a surge in request
rates. The larger KV cache memory enables Prism to achieve
higher throughput, as shown in the last row. In contrast, un-
der static partitioning, even when Modell underutilizes its
memory, Model2 cannot leverage the unused memory due
to the static allocation boundary. This shows that Prism’s
on-demand memory allocation significantly improves mem-
ory efficiency and, in turn, enhances performance in GPU
sharing.

Model activation speed. Then, we measured how fast can
Prism activate models. We measured the activation latency
from pageable CPU memory for models ranging from 1B
to 70B parameters and summarized the results in Figure 9.
As shown, each optimization significantly reduces activation
latency. With all optimizations enabled, Prism loads small
models from 1B to 8B within 0.7s, and a medium-size 14B
model in just 1.3s, which is 5.5 faster than the baseline
that naively uses cudaMemcpyAsync and takes 7.1s. Larger
models are usually served using TP; for a 70B model that
is served using TP=8, Prism can activate it in 1.5s. Since a
TP model is already sharded and loaded in parallel among
different TP ranks, it can achieve relatively good loading
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Figure 9: The activation time for models with different sizes. Data
is measured on H100 GPUs.

performance even without our parallel loading optimization.
These results show that Prism can prompt activate evicted
models upon receiving new requests, helping reduce SLO
violations.

Global scheduling. Next, we evaluated the benefits of our
global scheduler. In this experiment, we used two GPUs to
serve eight models. Figure 10a presents the TTFT and TPOT
attainment with the global scheduler enabled or disabled. The
results show that enabling the global scheduler significantly
improves both TTFT and TPOT attainment. To provide fur-
ther insights, we plot the average KV cache memory available
per request as it arrives on each GPU. With the global sched-
uler enabled, the load is more evenly balanced across the
two GPUs, allowing each request to access more KV cache
memory on average. In contrast, without the global scheduler,
the load is imbalanced: GPU1 shows more available memory
during the first 600 seconds, while the near-zero availability
between the 800th and 1000th seconds indicates that GPU1
is idle while GPUO is overloaded. These results demonstrate
the global scheduler’s ability to coordinate resource demands
across GPUs, avoid bottlenecks, and ultimately improve per-
formance in GPU sharing.

GPU local scheduling. We also evaluated the benefits of
GPU-local scheduling in coordinating memory between mod-
els sharing the same GPU. Here, we use two models: we fix
the SLO scale of Modell to eight and vary the SLO scales of
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Figure 11: The effectiveness of GPU local request scheduling.

Model2 to evaluate the priority-based admission control in
the GPU-local scheduling. Figure |1a shows the TTFT attain-
ment as we vary the SLO scale of Model2. Modell consis-
tently maintains high attainment, and enabling our GPU-local
scheduling improves the SLO attainment of Model2 by more
than 40%. To dive deeper, we plot the queue length of each
model in Figure 11b of one experiment run. From the queue
lengths, we clearly observe that when the local scheduler is
enabled, the system prioritizes Model2’s requests, which are
shorter but have stricter SLO requirements. Specifically, be-
tween the 10th and 20th seconds, Model2’s queue length is
noticeably lower when local scheduler is enabled. This shows
the effectiveness of GPU-local scheduling in coordinating
memory allocation across models based on their SLOs.

7.5 Large-Scale Deployment

Finally, we evaluated how effectively Prism in reducing the
cost of multi-LLM serving at scale. We served all 58 models
listed in Table 4, following common TP practices for large
models: TP=4 for 32B models [51, 52] and TP=4 or 8 for
70B models [3,31], utilizing 32 GPU in total. We sampled
58 models from the Arena-Chat trace. The Hyperbolic trace
includes only 24 models, so we generated additional traces
by sampling different time periods from the same models,
creating a larger and more representative workload.

SLO attainments vs. number of GPUs. Figure 12a shows
TTFT and TPOT attainment with increased number of GPUs.
Prism consistently outperforms all baselines, achieving nearly
99% TTFT attainment with just 16 GPUs, while MuxServe++
requires 32 GPUs to reach similar performance, and other
methods require even more. As the number of GPUs increases,
both static partition and MuxServe++ improve in TTFT and
TPOT attainment, as fewer models need to share a GPU on
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average. However, QLM fails to achieve better performance.
We find this to be related to its suboptimal scheduling al-
gorithm. QLM assigns incoming request groups to GPUs
without considering which models are already on GPUs. If
it detects the queue is empty, the scheduler simply selects
the first available GPU, often triggering unnecessary model
swaps. With more GPUs, requests are drained faster, resulting
in more idle GPUs and higher likelihood of swapping. Its un-
optimized swapping mechanism, which forces the inference
engine to stop and restart with a different model [44], in-
curs significant latency overhead, causing subsequent queued
requests to miss their SLOs.

Cost saving. Figure 12b shows the number of GPUs required
by each system to achieve 99% SLO attainments at different
SLO scales. If a system fails to achieve 99% attainment with
all 32 GPUs, we denote its GPU requirement as “32+”. Prism
achieves 99% TTFT SLO attainments with only 16 GPUs
when SLO scale is 5 and TPOT SLO scale is 2.0. MuxServe++
needs 20 GPUs to get 99% TTFT SLO attainments with SLO
scale > 30, while static partition needs even more GPUs or
higher SLO scale. For TPOT, static partition is the best across
all baseline, requiring 20 GPUs, while QLM and MuxServe++
need at least 29 GPUs when TPOT SLO scale < 3.0.

8 Discussion

Model activation time. With the proposed optimizations
(§5.2), Prism can activate an 8B model in 0.7s and a 70B
model in 1.5s, which is acceptable for many serving scenarios.
For scenarios with very strict TTFT requirements, Prism can
optionally disable model eviction by trading off some cost
efficiency. Notably, next-generation GPU hardware, such as
the NVIDIA GH200 [37], provides a CPU-GPU interconnect
bandwidth of 900 GB/s, which will further reduce the model
activation time. Currently, we store all model weights in CPU
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DRAM. In scenarios where models need to be loaded from
SSD disks, Prism can apply optimizations such as pipelined
and parallel weight loading, as explored in recent work [19,
60]; we leave it to future work.

GPU compute sharing. We use MPS with a 100% SM
utilization limit per model to enable GPU compute sharing.
Under this configuration, MPS allows models to share GPU
SMs in time and opportunistically in space. This approach
already works well in practice, given the low compute utiliza-
tion relative to memory contention. In the future, we plan to
incorporate better compute resource coordination into our de-
sign by dynamically adjusting SM limits, leveraging recently
introduced techniques such as green context [34].

Reducing serving costs using heterogeneous GPUs. Some
work proposes reducing LLM serving costs by leveraging het-
erogeneous GPUs, e.g., using low-end GPUs to serve smaller
models [21,28,63]. We argue that this is an orthogonal di-
rection that does not fully address the core problem. First,
serving LLMs on heterogeneous GPUs has not seen wide
adoption in practice, as it introduces new challenges, such as
managing heterogeneous clusters. Second, due to workload
variability, systems must still provision for peak demand, re-
sulting in the same resource underutilization problem as in
homogeneous clusters. Moreover, Prism is compatible with
heterogeneous GPU clusters and can be deployed to improve
resource utilization in such settings as well.

9 Related Work

Systems serving multiple LLMs. Beyond MuxServe [16]
and QLM [40], recent systems including ServerlessLLM [18],
DEEPFLOW [24], ENOVA [25] and BLITZSCALE [60] aim
to serve LLMs in a serverless style, with techniques such as
optimized checkpoint formats [18], DRAM preloading [24],
and fine-grained autoscaling [60] to reduce cold start latency.
In contrast, Prism focuses on efficient GPU sharing during
runtime, enabling dynamic memory coordination across mod-
els. In addition, SamuLLLM [17] enhances end-to-end effi-
ciency for multi-LLM applications in offline settings, whereas
Prism is designed for online inference. AlpaServe [30] also
explores GPU multiplexing for serving multiple models, but
it does not consider auto-regressive models, which introduce
new memory coordination challenges that Prism is specifi-
cally designed to handle.

SLO-aware LLM scheduling. Recent work has explored
SLO-aware scheduling to improve LLM inference perfor-
mance, including Llumnix [50], SLOs-Serve [11], Ex-
eGPT [39], SAGESERVE [27], and MELL [42]. These sys-
tems primarily focus on request scheduling or resource allo-
cation for single-model serving. In contrast, Prism addresses
dynamic memory allocation and coordination across multiple
models to support efficient multi-LLM serving.

Memory management in LLM serving. vAttention [41] and
vTensor [57] also leverage CUDA virtual memory APIs [36]



to decouple physical and virtual memory allocation. However,
their purpose is to reduce programming complexity and im-
prove kernel efficiency for serving a single model. In addition,
their approaches need to reimplement the entire stack of cur-
rent inference engines, while our method preserves compati-
bility with the widely used PagedAttention [29] mechanism.
GPU sharing techniques. In addition to native GPU shar-
ing mechanisms (i.e., MPS [38] and MIG [38]) and widely
adopted fractional GPU techniques [1, 7, 46], recent re-
search has proposed more advanced GPU sharing strate-
gies [22,23,33,49,61,62]. However, these techniques primar-
ily focus on compute resource sharing and lack support for
memory coordination, which is a central challenge in multi-
LLM serving due to the memory-intensive, auto-regressive na-
ture of generation. Another line of work, such as S-LoRA [47]
and dLoRA [56], adderess scenarios involving a single large
base model with many lightweight adapters. In contrast,
Prism targets a broader setting by enabling serving of multiple
large base models cost efficiently.

10 Conclusion

Serving LLMs at scale is expensive, particularly for providers
hosting many models with dynamic and bursty workloads.
This paper introduces Prism, a multi-LLM serving system
that improves cost efficiency while maintaining SLO attain-
ment by fully unleashing the power of GPU sharing. Prism
achieves this by first enabling flexible cross-model memory
coordination, which allows it to dynamically adjust GPU shar-
ing policies based on runtime workloads. It then employs
a two-level scheduling algorithm to make efficient use of
GPU memory to avoid resource bottlenecks and maximize
latency performance. Evaluations on real-world traces show
that Prism delivers more than 2x cost savings and 3.3x im-
provement in SLO attainment over state-of-the-art systems.
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A Appendix

A.1 Analysis of Algorithm 1
A.1.1 KVPR Bound Analysis

The global model placement algorithm ensures that the maxi-
mum KV pressure ratio (KVPR) across all GPUs is bounded
by the maximum KVPR in the optimal placement. We give
the following analysis.

Let KV PRopr be the minimum possible maximum KVPR
achievable by any optimal placement. Let KV PR, be the
maximum KVPR produced by Algorithm I. We want to show
KV PR,,4 1s bounded by KV PRopr.
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Bottleneck Analysis: Focus on the GPU, denoted as gax,
that achieves the highest KVPR (KV PR,,,,) given by Algo-
rithm [’s placement. Let my be the last model assigned to
this GPU gnax. Let Wyerore and Spefore Tepresent the total
SLO-weighted request rate and shared KV memory on g«
just before model my, was assigned. The final state on this
GPU is KVPR,ux = (Whef()re + dk)/(sbef()re - Wk), where dj,
is the SLO-weighted request rate (ry/sy) and wy, is the mem-
ory weight of model my. Similar to Graham [20], this proof
aims to demonstrate that both the state before m; was added
and the contribution of my. are bounded relative to KV PRopr.
Specifically, it seeks to establish two conceptual bounds:

¢ Bound 1 (Related to state before ;): The KVPR on
Whefore
Sbefore

mum among all GPUs at that moment due to the algo-
rithm’s greedy choice. This minimum KVPR is typi-
cally related to the average “pressure” across the system,
which, in turn, is argued to be no larger than the opti-
mal maximum pressure. This suggests the inequality:
Whef()re/Sbef()re < KVPROPT

Zmax just before my’s assignment, , was the mini-

* Bound 2 (Related to model m1;): The “pressure” exerted
by the critical model m; must be handled by the optimal
solution. A fundamental lower bound on the optimal so-
lution is the maximum pressure any single model would
exert if placed alone on an otherwise empty GPU, i.e.,
KVPROPT > dk/(Cf Wk).

The final step involves integrating these insights to bound

_ Wb(’f'(rre+dk
KVPRmaX - Sbeforefwk ’
we substitute these into the numerator and get KV PR, <
KVPRopr - (1+—5—).

Semax —Wk

Following Graham’s proof [20],

A.1.2 TP Support

The model placement algorithm in Algorithm | seamlessly
integrates models utilizing Tensor Parallelism (TP). We con-
ceptualize a TP model requiring ¢p_size GPUs as being com-
posed of ¢p_size distinct parts. For scheduling purposes, we
create ¢ p_size entries in the sorted model list for such a model,
assigning each entry [pilsize of the original weight and request
rate. A beneficial property emerges from this decomposition:
since these entries have identical fi values, they remain ad-
jacent after sorting. This adjacency increases the likelihood
that, as the algorithm iterates, these parts are initially assigned
to different GPUs due to rising KVPRs. To ensure the distri-
bution, if assigning a TP part to the GPU with the minimum
KVPR would result in collocating it with another part of the
same original model, we instead assign it to the GPU exhibit-
ing the second-lowest KVPR. Through this decomposition
strategy and modified assignment rule, our algorithm effec-
tively considers and manages the placement of TP models
alongside single-GPU models.
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Mean E2E (s) P95 E2E (s)  Req Tput (1/s)  Token Tput (t/s)

MuxServe 7.40 18.85 7.97 3363.53
MuxServe++ 5.25 12.09 7.98 3353.09
Mean TTFT (s) P95 TTFT (s) Mean TPOT (ms) P95 TPOT (ms)
MuxServe 1.47 11.04 21.21 31.95
MuxServe++ 0.089 0.320 18.82 33.97

Table 5: Performance comparison of MuxServe and MuxServe++

A.2 MuxServe Calibration

We evaluated the performance of MuxServe++ and MuxServe
using three Llama-3.1-8B models under different request rates
over a 10-minute period: 199 requests/min, 262 requests/min,
and 22 requests/min. All experiments were conducted under
the same and consistent conditions. The results are shown in
Table 5. As we can see, MuxServe++ achieves comparable or
even better performance.
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