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Abstract—We present a reinforcement learning (RL) frame-
work that treats RF denoising as a sequential decision-making
problem within a cognitive radio environment. Unlike classical
static or heuristic filtering, the agent learns policies that adap-
tively select FFT-domain actions to preserve spectrum health
under dynamic conditions, including low-SNR regimes and ad-
versarial jammers. Reward shaping is based on physical-layer
metrics—time-difference-of-arrival (TDoA) residual error and
correlation entropy—bridging ML objectives with RF system
performance. Through simulation, we show that RL agents
converge rapidly, achieving up to 35-45% reductions in TDoA
residuals and consistently outperforming hand-tuned filters. Be-
yond denoising, we argue the same policy framework generalizes
to broader cognitive radio functions such as channel selection,
adaptive beamforming, and interference mitigation. This work
highlights reinforcement learning as a viable control primitive
for autonomous RF sensing and spectrum management.

Index Terms—reinforcement learning, cognitive radio, spec-
trum management, deep Q-learning, RF denoising, adaptive
filtering, autonomous systems

I. INTRODUCTION

Cognitive radio systems must adapt to dynamic spectrum
conditions, making real-time decisions about channel access,
interference mitigation, and signal processing strategies. Tra-
ditional approaches rely on hand-crafted heuristics or static
parameter settings that fail to capture the complexity and non-
stationarity of modern RF environments. Recent advances in
reinforcement learning (RL) offer a compelling alternative:
agents that learn optimal policies through interaction with
their environment, automatically discovering strategies that
maximize long-term performance [1].

In this work, we formulate RF spectrum denoising as an RL
environment where agents learn to make sequential filtering
decisions that preserve signal quality for downstream tasks.
Unlike end-to-end neural approaches that lack interpretability,
our framework treats classical FFT-domain filters as primitive
actions within a Markov Decision Process (MDP). The agent
observes spectral features and performance feedback, then
selects among low-pass filtering, notch filtering, or pass-
through actions to optimize a reward function based on timing
accuracy and spectral entropy.

Our key insight is that the same environmental abstraction
can extend beyond denoising to encompass broader cognitive
radio functions. By defining appropriate state representations

and reward signals, the framework naturally accommodates
channel selection, adaptive beamforming, power control, and
interference coordination. This positions RL as a unifying
control primitive for autonomous spectrum management.

Our contributions are threefold:

1) An OpenAl Gym-style environment formulation for RF
denoising that bridges machine learning and cognitive
radio research communities.

2) Experimental validation showing that RL agents achieve
35-45% performance improvements over static baselines
while converging rapidly in adversarial scenarios.

3) A generalizable framework that extends to multi-agent
cognitive radio coordination and autonomous spectrum
management.

The remainder of this paper is organized as follows: Sec-
tion II reviews related work in RL for wireless systems
and cognitive radio. Section III presents the environment
formulation and learning algorithm. Section IV describes
experimental methodology and results. Section V concludes
with implications for autonomous RF systems.

II. RELATED WORK

The intersection of reinforcement learning and wireless
communications has attracted significant research attention,
particularly in cognitive radio and spectrum access scenarios.
Early work focused on multi-armed bandit formulations for
channel selection [2], where agents learn to identify and
exploit underutilized spectrum bands. More recent approaches
have leveraged deep RL for dynamic spectrum access [3],
power control [4], and interference management [5].

Within cognitive radio systems, RL has been applied to
sensing strategies [6], where agents learn when and how to
sample spectrum occupancy. Zhang et al. [7] demonstrated
deep Q-learning for joint sensing and access decisions, while
Xu et al. [8] extended this to multi-agent scenarios with coordi-
nated spectrum sharing. However, most prior work focuses on
high-level decision making (channel selection, power levels)
rather than low-level signal processing.

Our approach differs by treating signal processing opera-
tions themselves as learnable actions within an RL framework.
This connects to recent work on learned signal processing [9],



but maintains interpretability by using classical filtering prim-
itives rather than end-to-end neural networks. The closest
related work is by Wang et al. [10], who applied RL to
adaptive filter coefficient optimization, though their focus was
on channel equalization rather than spectrum denoising.

From a reinforcement learning perspective, our work con-
tributes a novel application domain that combines contin-
uous state spaces (spectral features) with discrete actions
(filter selections) and multi-objective rewards (timing accuracy
vs. spectral purity). The temporal dependencies and partial
observability inherent in RF environments create interesting
challenges for policy learning that complement existing RL
benchmarks.

III. METHODOLOGY

We formalize policy-driven RF denoising as a reinforcement
learning (RL) environment in the style of OpenAl Gym. The
environment encapsulates the dynamics of noisy and adver-
sarial RF signals, exposing an agent—environment interaction
loop where the agent learns denoising strategies to maximize
spectrum health.

A. Environment Definition

The environment is defined by a tuple (S, A, P, R,7),
where S is the state space, A the action space, P the transition
dynamics, R the reward function, and « the discount factor.

B. State Space

At each time step ¢, the environment provides the agent with
an observation s; € S consisting of:

o p; € RY: normalized FFT power spectral densities across
N bins.

o e/P°A: the current time-difference-of-arrival (TDoA)
residual error, derived from correlation alignment.

e H,: correlation entropy of the cross-correlation function,

capturing peak sharpness.

This composite state provides both frequency-domain infor-
mation and task-specific performance signals.

C. Action Space

The agent issues an action a; € A representing a discrete
denoising decision:

e lowpass (f.): apply a low-pass filter with cutoff f.
chosen from a quantized set of frequency bins.

e notch (fo, Af): apply a notch filter at center frequency
fo with bandwidth Af.

e noop: pass through the signal unmodified.

Action discretization balances expressiveness with tractability,
analogous to discrete action spaces in Atari or control bench-
marks.

D. Reward Function

The environment returns a scalar reward

Ty = *S;FDOA — AHt,

where e]P°A is measured in meters and H; is a normalized

entropy term. The weight A > 0 tunes the trade-off between
timing fidelity and spectral sharpness. This reward function
directly couples RF signal quality with the agent’s learning
objective, aligning ML optimization with physical-layer per-
formance.

E. Transition Dynamics

After each action, the environment updates the FFT-domain
signal according to the chosen filter, recomputes the TDoA
residual and entropy, and emits the next state s;1;. Stochas-
ticity arises from AWGN noise and jammer injection, making
the problem partially observable and non-stationary.

F. Learning Algorithm

We primarily instantiate the agent with a Deep Q-Network
(DQN), though the framework supports policy-gradient meth-
ods such as PPO. The agent learns to approximate the optimal
policy m(a|s) that maximizes expected cumulative reward

T
t=0
Replay buffers and target networks stabilize training, and e-

greedy exploration encourages sufficient coverage of the action
space.

J(m) =E,

G. Generalization Beyond Denoising

While this paper focuses on FFT-domain denoising, the
same environment abstraction extends to broader cognitive ra-
dio tasks, including channel selection, adaptive beamforming,
and power control. By defining appropriate state features and
reward signals, the RL formulation provides a generalizable
framework for spectrum health management.

1V. EXPERIMENTAL METHODOLOGY
A. Environment Implementation

We implement the RF denoising environment as a Python
class compatible with OpenAl Gym interfaces. The environ-
ment generates synthetic RF signals with configurable SNR
levels (-5 to 15 dB) and optional narrowband jammers. Each
episode consists of 100 time steps, with the agent making one
filtering decision per step. The FFT size is fixed at N = 1024
bins, and jammer placement is randomized across episodes to
ensure policy robustness.

B. Agent Configuration

Our DQN agent uses a 3-layer fully connected network
with ReLU activations and 256 hidden units per layer. Key
hyperparameters include: learning rate o = 0.001, discount
factor v = 0.99, replay buffer capacity C' = 10°, batch
size B = 64, and target network update period 7 = 1000.
Exploration follows an e-greedy schedule with € decaying from
1.0 to 0.01 over the first 50,000 steps.



Algorithm 1 Policy Training for RF Denoising (DQN with
Replay)

1: Input: A\ v, o, C, B, 7,¢(t); environment £

2: Initialize Q(s,a;0); target Q(s,a; 0~ ) < 0; replay buffer
D+ 0

3: for episode =1 to E do

4:  Reset env; get sg

5: fort=0to7T —1do

6: With prob. e(t) select random ay, else a; <
arg max, Q(s, a; 0)
7: Apply a; (lowpass / notch / noop) to FFT-domain
signal
8: Compute e;2°A, Hy; set 7y < — ;P4 — \H,
: Step env: s;11 + E(s¢,a4)
10: Push (s, a¢, 74, Sp41) to D
11: if |D| > B then
12: Sample {(s;,a;,7i,8,)}2, ~D
13: i < i +ymaxg Q(s),a’;07)
14: 00— aVQ% >i(Q(siyai;0) — y;)?
15: end if
16: if ¢ mod 7 = 0 then
17: 0~ 0
18: end if
19: St < St11
20:  end for
21: end for
22: Return 6
TABLE I

PERFORMANCE COMPARISON UNDER JAMMER CONDITIONS.

Method Residual Error (m)  Entropy
Static Low-pass 4.2 3.8
Heuristic Notch 3.6 3.2
RL Policy 2.3 2.1
Random Policy 8.1 6.4

C. Baseline Comparisons
We compare against three baseline approaches:

o Static Low-pass: Fixed cutoff at 80% of Nyquist fre-
quency.

o Heuristic Notch: Energy-based jammer detection with
adaptive notch placement.

o Random Policy: Uniform random action selection for
ablation.

D. Evaluation Metrics

Performance is measured using TDoA residual error (me-
ters), correlation entropy, and convergence rate (episodes to
reach 90% of asymptotic performance). All experiments use
50 Monte Carlo runs with different random seeds.

E. Results

The RL agent demonstrates rapid convergence, reaching
near-optimal performance within 20,000 training steps across
multiple random seeds. Table I shows that the learned policy
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Fig. 1. Learning dynamics of the RL agent. Reward increases steadily,
indicating improved denoising policy over training.
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Fig. 2. Evolution of policy decisions over time. Early exploration yields
diverse actions, while convergence leads to stable filter strategies.

achieves 45% lower residual error compared to static low-
pass filtering and 36% improvement over heuristic notch
filtering. The agent successfully adapts to time-varying jammer
patterns, maintaining robust performance even when jammer
frequencies shift during episodes.

Analysis of policy evolution reveals an interesting progres-
sion from exploratory behavior to stable filtering strategies.
Early in training, the agent experiments with diverse actions,
gradually converging to a policy that favors notch filtering
when jammers are detected and pass-through or light low-
pass filtering otherwise. This emergent behavior aligns with
expert intuition while discovering nuanced parameter settings
that outperform hand-tuned baselines.

V. CONCLUSION

This work demonstrates that reinforcement learning can
successfully govern spectrum denoising decisions, achieving



Performance Comparison Under Jammer Conditions
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Fig. 3. Performance comparison under jammer conditions. The RL-driven
policy consistently outperforms static and heuristic baselines.

TABLE I
TRAINING CONFIGURATION FOR REPRODUCIBILITY.

Parameter Value
Learning rate (o) 0.001
Discount factor (vy) 0.99

Exploration decay 1.0 — 0.01 over 50k steps
Replay buffer size (C) 10°

Batch size (B) 64

Target update period (7) 1000 steps

Network architecture 3 x 256 FC + ReLU

rapid convergence and robustness against adversarial jammers.
By formulating RF processing as an RL environment, we
bridge machine learning and cognitive radio communities,
opening paths toward autonomous spectrum management.

Our experimental results show 35-45% performance im-
provements over traditional baselines, with agents learning
effective filtering strategies through environmental interaction
rather than manual parameter tuning. The OpenAl Gym-
style formulation provides a standardized interface for RL
researchers while maintaining relevance to RF practitioners.

Beyond the specific denoising application, this framework
establishes RL as a viable control primitive for cognitive
radio systems. The same environmental abstraction extends
naturally to channel selection, beamforming, and interference
coordination, suggesting a unified approach to autonomous RF
management. Future work will explore multi-agent extensions
where distributed cognitive radios coordinate their spectrum
decisions through shared or competitive RL policies.

Key limitations include the synthetic nature of our eval-
uation environment and the focus on narrow-band interfer-
ence scenarios. Real-world validation with software-defined
radio platforms and broader interference models represents
important next steps. Additionally, the computational overhead
of RL inference, while modest, should be characterized for
resource-constrained edge deployments.

This work highlights reinforcement learning as a promis-
ing paradigm for next-generation cognitive radio systems,
where autonomous agents learn to navigate complex spectrum
environments through principled optimization of physically
meaningful objectives.
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